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Using the power of NCSA's new Itanium Linux cluster, a University of
Minnesota research team will simulate turbulent ﬂ‘« in greater detail than

ever beﬁ'}re.
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Anyune who has traveled on an airplane is aware of turbulence. This atmospheric

phenomenon, which makes your tray table jiggle and leads the captain to tumn on the
“fasten seat belts” sign, is caused by instabilities of shear flow that result from
atmospheric convection. This turbulence, although annoying and sometimes unnery-
ing, pales in comparison to the supersonic turbulence found in the outer envelopes of
red giant stars.

Simulations of convection in such stars by Paul Woodward's team at the
University of Minnesota's Laboratory for Computational Science and Engineering (LCSE)
show that heat rising from the interjor of a star stirs up the outer envelope of the star
and can result in gas motions that exceed the speed of sound near the stellar surface.
These turbulent convective motions give rise to shocks—sudden compressions of the

gas—aof Mach 2 or more.

Turbulent motions in detail
To improve our understanding of such violent turbulent flows, Woodward's team is
using the new Itanium Linux cluster at NCSA to simulate turbulent motions in detail.
Violent turbulence that causes compression in gasses is less common than the turbu-
lence airplanes encounter or the turbulence in the wake of a boat, which involve
much slower relative velocities. But research so far suggests that the three are very
similar and that understanding one will help in understanding the others. In the long
run, a better understanding of turbulence will help in everything from analyzing
weather patterns to designing airplanes and boats,

"Fluid turbulence is important in many areas of science and engineering,” says
Woodward. “It is a factor in the design of aircraft engines, boats, and even cars. It
also influences the behavior of rivers, oceans, and the atmosphere, so this work

should have an impact on a wide variety of disciplines.”




Woodward's team concentrates on a phenomenon that is still
not fully understood: what happens between the point at which
stirring causes motion on a large scale (the big eddies right
behind a boat, for mample, or the large convection cells that
cause cumulous clouds) and the point at which the resulting
small-scale turbulent motion dissipates as heat. Figuring out what
happens on the middle scales of turbulent flow is important
because these turbulent motions are believed to strongly influ-
ence large-scale fluid flow. The steadily increasing power of
supercomputing systems is just beginning to make possible these
simulations of turbulence on smaller scales. Woodward and his
colleagues were quick to jump at the opportunity to develop
high-resolution simulations that could follow a turbulent flow
from the macro level—where energy causes motion—down to
the levels that lead to dissipation as heat.

An experimental approach

Woodward and his colleagues are no strangers to large, computa-
tionally intensive simulations. For years this research team has
studied fluid dynamics in red giant stars in an effort to better
understand stellar convection as well as the pulsation and ulti-
mate mass ejection of red giants. The team’s efforts to simulate the
broad range of scales in turbulent flow date back a decade or more,

The largest of these earlier runs, a simulation of turbulence
induced by a shock wave passing over an interface between two
fluids of different density, won the 1999 Gordon Bell Award in the
performance cateqory. This simulation involved collaborators at
Lawrence Livermore Mational Laboratory and IBM. Woodward's
LCSE team most recently ran a 1-billion-cell simulation on a
prototype 64-node Ttanium Linux cluster at NCSA. Because of the

| configuration of the Ttanium cluster and the fast network connec-

tion to the team’s Minnesota lab, this newest run generated a
rich dataset that documents the complete time history of the
simulation. The team will use these data to validate much more
conclusively ideas for turbulence modeling suggested by their
earlier work, particularly the large simulation done at Livermore,

“Our approach to the study of turbulence is experimental,”
says Woodward, “We are trying to use the Itanium cluster to gen-
erate an extremely detailed set of data describing a turbulent
flow, with the density, pressure, and three components of velocity
sampled on a sequence of hundreds of times at each of a billion
mesh points.” Such mind-bogaling kinds of data can be compared
to existing turbulence theories or even used to develop new
theories, he adds.

Three intervals of gas compression from a 1-billion-cell turbulent flow simulation by Paul
Woodward and researchers at the University of Minnesota's Laboratory for Computational
Science and Engineering. Red to white streaks indicate strong compression of the gas, while
green to blue streaks show weaker compression.




The key to using data from computer simulations as if
they were experimental data is to be very certain of the data’s
accuracy. Just as experiments involve emors in measuring data
values, computer simulations involve numerical errors—failures
of the computational model to accurately follow the behavior of
a real gas. To simulate turbulent flow, Woodward and LCSE scien-
tist David Porter use a method called piecewise parabolic method
(PPM). In interpreting their data, Woodward and Porter carefully
filter out the smallest-scale motions, where viscosity is an influ-
ence and numerical errors are most likely to occur. Since they are
interested in the larger-scale motions where viscosity is not a
factor, this filtering process removes errors without sacrificing
simulation detail. To achieve the level of detail they require,
they need a very fine grid that will result in a high-resolution
simulation. For this reason, they are planning an 8-billion-cell
turbulence simulation that will run on Titan, NCSA's brand-new
1-teraflop Ttanium Linux cluster. With the data from the
&-billion-cell simulation, the researchers will have the data
they need to make comparisons to their 1998 Livermore run,

The new simulation will probably require all of the cluster's
320 processors. A full Navier-Stokes simulation—a process that
would follow the flow from its start to its dissipation as heat—
would require a grid of 340 billion cells and 150 teraflops of
computing power. Overall the LCSE team expects to generate

40 terabytes of data on turbulent flow in the most complete
detail possible on today's computing systems.

“We view this data as much more than a bunch of numbers
saved to a disk, because high-quality data like this has many
uses,” he adds. “If you have high-quality data, you can test
theories and be confident of the results, and we believe these
simulations will give us this special kind of data.”

This research is supported by the National Science Foundation, the
Department of Energy Office of Science, and the University of
Minnasota’s Minnesota Supercomputing Institute.
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Vorticity at three intervals in a turbulent flow. Blue and cyan indicate low vorticity, orange shows
mid-level vorticity, and yellow indicates high vorticity, Over time the turbulent flow shows more

vorticity.




